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Abstract. We construct explicitly the structure of Jacquet modules of parabol-
ically induced representations of GSpin2n+1 over a p-adic field F of any char-

acteristic. Using this construction of Jacquet module, we construct a classifi-
cation of strongly positive representations of GSpin2n+1 over F and describe
the general discrete series representations of GSpin2n+1 over F , assuming
the half-integer conjecture. One of the applications of this paper will be to
show the equality of L-functions from Langlands-Shahidi method and Artin L-
functions through local Langlands correspondence [Y. Kim, Langlands-Shahidi
L-functions forGSpin groups and the generic Arthur packet conjecture, preprint].

1. Introduction

The classification of discrete series representations of connected reductive groups
G over non-archimedean local field F is one of the important steps in local Lang-
lands correspondence. Briefly, the local Langlands correspondence asserts that
there exists a ‘natural’ bijection between two different sets of objects: Arithmetic
(Galois or Weil-Deligne) side and analytic (representation theoretic) side. In the
analytic side, the objects are irreducible admissible representations of connected
reductive group over local field. To study admissible representations, we have the
following filtration of admissible representation according to growth properties of
matrix coefficients:

(1.1) supercuspidal =⇒ discrete series =⇒ tempered =⇒ admissible.

Representations in each class are described in terms of representations induced
from the previous class. In this paper, we study the first step (from supercuspidal
representations to discrete series representations) which is called ‘classification of
discrete series representations’. This step was first proved in [33] for the general lin-
ear groups by Bernstein and Zelevinsky. After that, Moeglin and Tadic established
the first step for classical groups [19, 20]. Recently, Ivan Matic has constructed
the strongly positive representations of metaplectic groups using a purely algebraic
approach [17].

The main purpose of the paper is to construct the classification of so-called
strongly positive representations of odd GSpin groups over non-archimedean local
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field F any characteristic, assuming half-integer conjecture ((HI) of [20], page 771
or Section 5.3). Remark that we can remove this assumption in the generic case due
to Shahidi ([26]). This classification result generalizes Matic’s algebraic approach
to GSpin case. More precisely, let R (resp. Rgen) be the Grothendieck group of
the category of all admissible representations of finite length of odd GSpin groups
(resp. GL) over F . We construct the following bijective mapping (Theorem 5.15):

Theorem A. There exists an bijective mapping between the set of all strongly
positive representations in R and the set of induced representations of the following
form:

(

k∏

i=1

ki∏

j=1

δ([νaρi
−ki+jρi, ν

b
(i)
j ρi]))⋊ σ′

where

• σ′ is an irreducible supercuspidal representation of GSpin2n+1(F ) in R,
• {ρ1, ρ2, . . . , ρk} ⊂ Rgen is a (possibly empty) set of mutually non-isomorphic
irreducible essentially self-dual supercuspidal unitary representations ofGL(F )
such that Ind(νaρiρi ⊗ σ′) reduces for aρi

> 0 (this defines aρi
),

• ki = ⌈aρi
⌉,

• for each i = 1, 2, . . . , k, b
(i)
1 , b

(i)
2 , . . . , b

(i)
ki

is a sequence of real numbers such

that aρi
− b

(i)
j ∈ Z, for j = 1, 2, . . . , ki, and −1 < b

(i)
1 < b

(i)
2 < · · · < b

(i)
ki
.

Strongly positive representations are important class of discrete series represen-
tations and can be viewed as the basic building blocks for discrete series. We prove
(Theorem 6.2)

Theorem B. Let σ denote a discrete series representation of GSpin2n+1(F ) in R.
Then there exists an embedding of the form

σ →֒ Ind(δ([νa1ρ1, ν
b1ρ1])⊗ δ([νa2ρ2, ν

b2ρ2])⊗ · · · ⊗ δ([νarρr, ν
brρr])⊗ σsp)

where ai ≤ 0, ai + bi > 0 and ρi ∈ Rgen is an irreducible unitary supercuspi-
dal representation of GL(F ) for i = 1, 2, . . . , r, with σsp ∈ R a strongly positive
representation of GSpin2n+1(F ) (we allow k = 0).

The classification of strongly positive representations could be used in many
problems in Langlands program. One of the them is to show the equality of L-
functions through local Langlands correspondence ([16]). More precisely, in each
side of local Langlands correspondence (i.e., arithmetic side and analytic side) we
can define the L-functions. The L-functions from analytic side are defined by
Shahidi (Langlands-Shahidi method) ( [22, 23, 24, 25, 26, 27]) and the L-functions
from arithmetic side are called Artin L-functions. The natural question is whether
those two corresponding L-functions are equal through the local Langlands corre-
spondence. Let us briefly explain the applications of the equality of L-functions.
One of the applications of the equality of L-functions is the generic Arthur packet
conjecture. The generic Arthur packet conjecture states that if the L-packet at-
tached to Arthur parameter has a generic member, then it is tempered. This conjec-
ture is first formulated in [28] for any connected reductive group and strengthened
for classical groups and GSpin groups in [16]. This conjecture can be considered
as local version of Generalized Ramanujan conjecture.
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The second purpose of the paper is to construct explicitly Tadic’s structure
formula using Jacquet module method which is one of the main tools to construct
the classification of strongly positive representations of odd GSpin groups over
F . Tadic’s structure formula study the Jacquet module of parabolically induced
representations. More precisely, let P(k) := M(k)N(k), where M(k)

∼= GLk×Gn−k,
be the standard maximal parabolic subgroup of Gn := GSpin2n+1 and let σ denote
an irreducible representation of Gn(F ) and let r(k)(σ) be the normalized Jacquet
module with respect to P(k). For such σ, we can also define µ∗(σ) ∈ Rgen ⊗ R

by µ∗(σ) =

n∑

k=0

s.s.(r(k)(σ)) (s.s. denotes the semisimplification) and extend µ∗

linearly to the whole of R. We describe µ∗(Ind(π ⊗ σ)) explicitly in Theorem
3.4. This description (Jacquet modules method) is very useful in the study of
parabolically induced representations of connected reductive groups over p-adic field
F especially when we construct the classification of strongly positive representations
of odd GSpin groups. Furthermore, the Jacquet module method can be used when
we prove the irreducibility of certain induced representations (Section 4.1).

The paper is organized as follows. In Section 2, we recall the standard notation
and preliminaries. In Section 3, we construct the Tadic’s structure formula for odd
GSpin2n+1 (Theorem 3.4) which gives the explicit structure of Jacquet module
of parabolically induced representation of GSpin2n+1. In Section 4 we study the
reducibility of certain parabolically induced representation of GSpin2n+1 that we
need for the classification of strongly positive representations and we also study the
Weyl group action on the induced representations.

In Section 5, we construct the classification of strongly positive representa-
tions for GSpin2n+1 (Theorem A). For simplicity, let us explain the special case
D(ρ;σcusp) which denotes the set of strongly positive representations whose super-
cuspidal supports are the representation σcusp of Gn(F ) and twists of the represen-
tation ρ of GL(F ) by positive valued characters (Section 5.2). We first construct
an injective mapping from D(ρ;σcusp) into the set of induced representation of the
following form (Theorem 5.4):

(1.2) δ([νa1ρ, νb1ρ])× δ([νa2ρ, νb2ρ])× · · · × δ([νakρ, νbkρ])⋊ σcusp

where
{

ai = a− k + i, b1 < . . . < bk and k ≤ ⌈a⌉ when a ∈ 1
2Z− 1

2 ;
ai = a and b1 ≤ . . . ≤ bk when a = 1

2 .

(Here, a is the reducibility point determined by ρ and σcusp, i.e., Ind(ν
sρ⊗σcusp) is

reducible if and only if |s| = a). We then show that the exact image of this injective
mapping is given by the induced representation of the following form:

(1.3) δ([νa1ρ, νb1ρ])× δ([νa2ρ, νb2ρ])× · · · × δ([νakρ, νbkρ])⋊ σcusp

where ai = a− k + i, b1 < . . . < bk and k ≤ ⌈a⌉ for any a ∈ 1
2Z.

In other words, the proof of Theorem A in the special case D(ρ;σcusp) is equiv-
alent to the commutativity of the following diagram:

Jord∗(ρ,a)
→֒ ⊂

D(ρ;σcusp) ⇐⇒ Jord(ρ,a)
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where Jord∗(ρ,a) (resp. Jord(ρ,a)) be the set of data that corresponds to induced

representation of the form (1.2) (resp. (1.3)) (See page 17 of Section 5.2 for more
detail).

In Section 6, We describe the general discrete series representations using Cas-
selman’s square integrability criterion [14] and Theorem A (Theorem B).

2. Notation and preliminaries

2.1. Notation. Let F be a non-archimedean local field of characteristic zero and
let Gn be a general spin group GSpin2n+1 of semisimple rank n defined over F .
The Grothendieck group of the category of all admissible representations of finite
length of Gn(F ), i.e., a free abelian group over the set of all irreducible repre-
sentations of Gn(F ) (resp. GLn(F )) is denoted by R(n) (resp. R(GLn)

gen) and
set R = ⊕

n≥0
R(n), Rgen = ⊕

n≥0
R(GLn)

gen. Let s = (n1, n2, . . . , nk) be an ordered

partition of some n′ such that n′ ≤ n. Let Ps = MsNs denote the standard
parabolic subgroup of Gn that corresponds to the partition s. The Levi factor
Ms is isomoprhic to GLn1 × GLn2 × · · · × GLnk

× Gn−n′ (see [1]). Let ν be a
character of GLn(F ) defined by | det |F . We denote the induced representation

IndGn

P (ρ1 ⊗ · · · ⊗ ρk ⊗ τ) by

ρ1 × · · · × ρk ⋊ τ

where each ρi (resp. τ) is a representation of some GLni
(F ) (resp. Gn(F )). In

particular, IndGn

Ps

is a functor from admissible representations of Ms(F ) to ad-
missible representations of Gn(F ) that sends unitary representations to unitary
representations. We also denote the normalized Jacquet module with respect to Ps

by rs(τ). In particular, rs is a functor from admissible representations of Gn(F )
to admissible representations of Ms(F ).

In the case of GL, we denote the induced representation IndGLn

P′ (ρ1 ⊗ · · · ⊗ ρk)
by

ρ1 × · · · × ρk

where P′ = M′N′ is the standard parabolic subgroup of GLn where M′ ∼= GLn1 ×
GLn2×· · ·×GLnk

and each ρi is a representation of some GLni
(F ). We also follow

the notation in [7]. Let ρ is an irreducible unitary supercuspidal representation of
some GLp(F ). We define the segment, ∆ := [νaρ, νa+kρ] = {νaρ, νa+1ρ, . . . νa+kρ}
where a ∈ R and k ∈ Z≥0. If a > 0, we call the segment ∆ strongly positive.

2.2. Preliminaries. Let us first introduce the strongly positive representations
which is the main object in this paper.

Definition 2.1 (Strongly positive). An irreducible representation σ ∈ R is called
strongly positive if for each representation νs1ρ1 × νs2ρ2 × · · · × νskρk ⋊ σcusp,
where ρi, i = 1, 2, · · · , k, are irreducible supercuspidal unitary representations of
some GLni

(F ), σcusp ∈ R an irreducible supercuspidal representation and si ∈ R,
i = 1, 2, · · · , k, such that

σ →֒ νs1ρ1 × νs2ρ2 × · · · × νskρk ⋊ σcusp,

we have si > 0 for each i.

Remark 2.2. It is easy to see that strongly positive representations is discrete
series using Casselman’s square integrability criterion in [14]. Therefore, strongly
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positive representations are often called strongly positive discrete series represen-
tations.

One of the main tools of this paper is Jacquet module method (Tadic’s structure
formula, Theorem 3.4). In this paper, we consider the following Jacquet module
with respect to maximal parabolic subgroups.

Definition 2.3 (Jacquet module). Let P(k) := M(k)N(k), where M(k)
∼= GLk ×

Gn−k, be the standard maximal parabolic subgroup of Gn and let σ denote an
irreducible representation of Gn(F ). We denote by r(k)(σ) the normalized Jacquet
module with respect to P(k). The Jacquet module r(k)(σ) can be interpreted as a
representation of GLk(F )×Gn−k(F ), i.e., is an element of Rgen ⊗R.

Let us recall structure theory for GSpin groups which are studied by Asgari and
Shahidi [1, 2, 3].

Definition 2.4. [1, 2, 3] The odd GSpin groups Gn := GSpin2n+1 are reductive
algebraic groups of type Bn whose derived groups are double coverings of special
orthogonal groups. Furthermore, the connected component of their Langlands dual
groups are GSp2n(C).

Proposition 2.5. [1, 2, 3] The root datum (X,R,X∨, R∨) of Gn can be described
as the following. X = Ze0 ⊕ Ze1 ⊕ · · · ⊕ Zen, X∨ = Ze∗0 ⊕ Ze∗1 ⊕ · · · ⊕ Ze∗n.
(There is a standard Z-pairing <,> on X × X∨.) And R and R∨ are generated,
respectively, by ∆ = {α1 = e1 − e2, α2 = e2 − e3, · · · , αn−1 = en−1 − en, αn = en},
∆∨ = {α∨

1 = e∗1 − e∗2, α
∨
2 = e∗2 − e∗3, · · · , α

∨
n−1 = e∗n−1 − e∗n, α

∨
n = 2e∗n − e∗0},

Remark 2.6. [1, 2, 3] The root datum of Gn := GSpin2n+1 is the dual root datum
to the one for the group GSp2n.

Let us recall the properties of discrete series representations in [1, 14, 15].

Proposition 2.7 ([1, 14, 15]). Let M = GLn1 × GLn2 × · · · × GLnk
× Gn−n′

⊂ Gn. Let ρi be a supercuspidal representation of GLni
(F ) and let τ be a generic

supercuspidal representation of Gn−n′(F ). Write ρi = νe(ρi)ρui where e(ρi) ∈ R
and ρui is unitary supercuspidal representation. If ρ1 × · · · × ρk ⋊ τ has a discrete
series subrepresentation, then

(i) ρui
∼= ρ̃i

u ⊗ (ωτ ◦ det).
(ii) 2e(ρi) ∈ Z for each i = 1, . . . , k.

Remark 2.8. The Proposition 2.7(i) is still true when τ is non-generic represen-
tations and the proof is exactly same as the proof of Proposition 2.7. However, to
derive Proposition 2.7(ii) in the case when τ is non-generic representations, we need
to assume the half-integer conjecture, i.e., the reducibility points are half-integers.
Then slight variation of the proof of Proposition 2.7 applies to the non-generic case.

The following corollary is useful in Section 5:

Corollary 2.9. If ρ1 × · · · × ρk ⋊ τ has a discrete series subrepresentation and
ρk ⋊ τ is irreducible, then

νe(ρk)ρuk ⋊ τ ∼= ν−e(ρk)ρuk ⋊ τ,

where ρk ∼= νe(ρk)ρuk and ρuk is unitary.
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Let us conclude this Section by recalling two results in the case of general linear
groups. The following theorem is the classification of discrete series representations
of general linear groups ([33]):

Theorem 2.10 (Bernstein, [33]). Let ρ be an irreducible supercuspidal representa-
tion of GL(F ). We note that the induced representation νa+kρ×νa+k−1ρ×· · ·×νaρ
has a unique irreducible subrepresentation, which we denote by δ(∆), and a unique
irreducible quotient, which we denote by s(∆). The δ(∆) is an essentially square-
integrable representation attached to ∆ (see [33], 3.1).

Let us briefly review the Langlands classification for general linear groups. For
every irreducible essentially square-integrable representation δ of some GLn(F ),
there exists a unique e(δ) ∈ R such that the representation ν−e(δ)δ is unitarizable.
Suppose δ1, δ2, . . . , δk are irreducible essentially square-integrable representations
of GLn1(F ), GLn2(F ), · · · , GLnk

(F ) with e(δ1) ≤ e(δ2) ≤ · · · ≤ e(δk). Then
the induced representation δ1 × δ2 × · · · × δk has a unique irreducible subrepresen-
tation, which we denote by L(δ1, δ2, . . . , δk). This irreducible subrepresentation is
called the Langlands subrepresentation, and it appears with the multiplicity one in
δ1 × δ2 × · · · × δk. Every irreducible representation π of GLn(F ) is isomorphic to
some L(δ1, δ2, . . . , δk). Given π, the representations δ1, δ2, . . . , δk are unique up to a
permutation. If i1, i2, . . . , ik is a permutation of 1, 2, . . . , k such that the representa-
tions δi1 ×· · ·×δik and δ1×· · ·×δk are isomorphic, we also write L(δi1 , δi2 , . . . , δik)
for L(δ1, δ2, . . . , δk).

3. Tadic’s construction on Jacquet module

In this section, we construct explicitly the structure of Jacquet modules of
parabolically induced representations of Gn := GSpin2n+1 over F (Tadic’s struc-
ture formula, Theorem 3.4).

Tadic’s structure formula for SO2n+1(F ) ([30]) enables us to calculate Jacquet
modules of an induced representation in our case. Let’s construct Tadic’s structure
formula for Gn(F ) by using the well known fact that the Weyl group of Gn(F ) and
that of SO2n+1(F ) are same and are isomorphic to Sn ⋊ {±1}n.

Let (p, ǫ) ∈ Sn ⋊ {±1}n with ǫ = (ǫ1, . . . , ǫn) ∈ {±1}n. We can identify
(p, ǫ) with p · ǫ ∈ WSO2n+1(F ) where the action by conjugation of p and ǫ ∈
WSO2n+1(F ) on the standard maximal torus in SO2n+1(F ) can be defined by p ·

diag(x1, . . . , xn, 1, x
−1
n , . . . , x−1

1 ) = diag(xp−1(1), . . . , xp−1(n), 1, x
−1
p−1(n), . . . , x

−1
p−1(1))

and ǫ · diag(x1, . . . , xn, 1, x
−1
n , . . . , x−1

1 ) = diag(xǫ1
1 , . . . , xǫn

n , 1, x−ǫn
n , . . . , x−ǫ1

1 ).
Using the previous action of Weyl group elements on the maximal torus, we can

also get the action of those on the roots (see also [11]).

Lemma 3.1. Let e0, e1, · · · , en (resp. e′0, · · · , e
′
n) be the standard basis of character

lattice (resp. the cocharacter lattice) of Gn as in Proposition 2.5 and let (p, ǫ) ∈
Sn ⋊ {±1}n be as above.

Then

(p, ǫ) · ei =





ep(i) for i > 0, ǫi = 1;
−ep(i) for i > 0, ǫi = −1;

e0 +
∑

ǫi=−1

ep(i) for i = 0.
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(p, ǫ) · e′i =





e′p(i) for i > 0, ǫi = 1;

e′0 − e′p(i) for i > 0, ǫi = −1;

e′0 for i = 0.

Proof. We can calculate (p, ǫ)·e′i directly from the matrix calculation since e′0, · · · , e
′
n

are the character lattice of GSp. We can easily calculate (p, ǫ) · ei for i > 0 using
previous action. For (p, ǫ) · e0, we need to use the duality of ei and e′i. �

Let ∆Gn
:= {α1 = e1 − e2, · · · , αn−1 = en−1 − en, αn = en} (see [1] for more

details) be the simple roots for Gn. From Lemma 3.1, we can calculate the action
of (p, ǫ) on the simple roots in R.

Corollary 3.2. With notation as in Lemma 3.1.

(p, ǫ) · αi =

{
ǫiep(i) − ǫi+1ep(i+1) for 0 ≤ i ≤ n− 1;

ǫnep(n) for i = n.

Remark 3.3. The Weyl group action on the simple roots for GSpin groups is
exactly same as that for special orthogonal groups. In [30, chapter 4], the author
characterize the representative element of the set [W∆\α\W/W∆\β] and its explicit
action on the simple roots for SO2n+1. We can also construct the same result, i.e.,
from Lemma 4.1 through Lemma 4.8 of [30] in the case of odd GSpin groups since
those lemmas depend on the simple roots, Weyl group and its action on the simple
roots. This result enables us to prove the Tadic’s structure formula for Gn.

Now we are ready to construct the Jacquet modules of induced representations
for Gn. I follow the notation in [30]. Let i1, i2 be integers which satisfy 1 ≤ i1, i2 ≤
n. Take an integer d such that 0 ≤ d ≤ min{i1, i2}. Suppose that an integer k
satisfies max{0, (i1 + i2 − n) − d} ≤ k ≤ min{i1, i2} − d. Let pn(d, k)i1,i2 ∈ Sn be
defined by

pn(d, k)i1,i2(j) =





j for 1 ≤ j ≤ k;
j + i1 − k for k + 1 ≤ j ≤ i2 − d;

(i1 + i2 − d+ 1)− j for i2 − d+ 1 ≤ j ≤ i2;
j − i2 + k for i2 + 1 ≤ j ≤ i1 + i2 − d− k;

j for i1 + i2 − d− k + 1 ≤ j ≤ n.

Let qn(d, k)i1,i2 be (pn(d, k)i1,i2 , (1i2−d,−1d,1n−i2)) where 1i = 1, . . . , 1 (1 ap-
pears i times). Let w = qn(d, k)i1,i2 . Then, for (g1, g2, g3, g4, h) ∈ GLk(F ) ×
GLi2−d−k(F )×GLd(F )×GLi1−d−k(F )×Gn−i1−i2+d+k(F ), note that w·(g1, g2, g3, g4, h) =
(g1, g4,

τ g−1
3 , g2, det(g3)h).

Let πi be an irreducible smooth representation of GLni
(F ) for i = 1, 2, 3, 4. Let

σ be an irreducible smooth representation of Gm and ωσ is the central character of
σ. By our previous calculation,

(3.1) w−1 · (π1 ⊗ π2 ⊗ π3 ⊗ π4 ⊗ σ) = π1 ⊗ π4 ⊗ (π̃3 ⊗ (ωσ ◦ det))⊗ π2 ⊗ σ.

Set

(3.2) (π1 ⊗ π2 ⊗ π3)⋊̃(π4 ⊗ σ) = (π̃1 ⊗ (ωσ ◦ det))× π2 × π4 ⊗ π3 ⋊ σ.

One extends ⋊̃ to a Z-bilinear mapping ⋊̃ : (Rgen ⊗Rgen ⊗Rgen)× (Rgen ⊗R).
We denote by m the linear extension to Rgen ⊗Rgen of parabolic induction from a
maximal parabolic subgroup. Let σ denote an irreducible representation of Gn(F ).
From definition r(k)(σ), the normalized Jacquet module of σ with respect to the
standard maximal parabolic subgroup P(k) = M(k)N(k), can be interpreted as a
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representation of GLk(F ) × Gn−k(F ), i.e., is an element of Rgen ⊗ R. For such

σ we can define µ∗(σ) ∈ Rgen ⊗ R by µ∗(σ) =

n∑

k=0

s.s.(r(k)(σ)) (s.s. denotes

the semisimplification) and extend µ∗ linearly to the whole of R. Let π be a
representation of GLk(F ) and let σsc be a supercuspidal representation of Gn(F ).
Suppose that τ is a subquotient of π×σsc. Then we shall denote r(k)(τ) by rGL(τ).

Using Jacquet modules with respect to the maximal parabolic subgroups ofGLn,

we can also define m∗(π) =
n∑

k=0

s.s.(rk(π)) ∈ Rgen ⊗ Rgen, for an irreducible rep-

resentation π of GLn(F ), and then extend m∗ linearly to the whole of Rgen. Here
rk(π) denotes Jacquet module of the representation π with respect to parabolic
subgroup whose Levi subgroup is GLk × GLn−k. We define s : Rgen ⊗ Rgen →
Rgen ⊗Rgen by s(x⊗ y) = y⊗ x. Let M∗ : Rgen → Rgen ⊗Rgen ⊗Rgen be defined
by M

∗ = (1⊗m∗) ◦ s ◦m∗.
The following theorem (Tadic’s structure formula for odd GSpin groups) is fun-

damental for our calculations with Jacquet modules:

Theorem 3.4. For π ∈ R(GLi)
gen and σ ∈ R(n − i), the following structure

formula holds
µ∗(π ⋊ σ) = M

∗(π)⋊̃µ∗(σ).

Proof. Let us sketch the proof and explain how we can adapt the approach in [30]

to our case. Write µ∗(π ⋊ σ) =

n∑

m=0

A′
m ∈

n∑

m=0

R(GLm)gen ⊗ R(n − m) where

A′
m = s.s.(r(m)(π ⋊ σ)). Using the GSpin version of [30, Proposition 4.6] (see

Remark 3.3) and Weyl group action (3.1), we can calculate A′
m explicitly as in [30,

page 25]. We remark that ωσ ◦ det appears after π̃3 when the Weyl group element
w−1 = qn(d, k)

−1
i1,i2

acts on the representation (see (3.1)). Accordingly, we need to

define ⋊̃ as (3.2). This forces µ∗(π ⋊ σ) be equal to M
∗(π)⋊̃µ∗(σ) after changing

index several times as in the proof of [30, Theorem 5.2]. �

Using the previous theorem, we obtain

Lemma 3.5. Let ρ be an irreducible supercuspidal representation of GLk(F ) and
a, b ∈ R be such that b − a ∈ Z≥0. Let σ be an admissible representation of fi-

nite length of Gn(F ). Write µ∗(σ) =
∑

π′,σ′

π′ ⊗ σ′. Then M
∗(δ([νaρ, νbρ])) =

b∑

i=a−1

b∑

j=i

δ([νaρ, νiρ])⊗ δ([νj+1ρ, νbρ])⊗ δ([νi+1ρ, νjρ]) and µ∗(δ([νaρ, νbρ])⋊σ) =

b∑

i=a−1

b∑

j=i

∑

π′,σ′

δ([ν−iρ̃ ⊗ (ωσ′ ◦ det), ν−aρ̃ ⊗ (ωσ′ ◦ det)]) × δ([νj+1ρ, νbρ]) × π′ ⊗

δ([νi+1ρ, νjρ])⋊ σ′. We omit δ([νxρ, νyρ]) if x > y.

We also usem∗(δ([νaρ, νbρ])) =

b∑

i=a−1

δ([νi+1ρ, νbρ])⊗δ([νaρ, νiρ]) andm∗(

n∏

j=1

δ([νajρj , ν
bjρj ]))

=

n∏

j=1

(

bj∑

ij=aj−1

δ([νij+1ρj , ν
bjρj ])⊗ δ([νajρj , ν

ijρj ])). ( (1.3) of [31]).
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Remark 3.6. In the case of even GSpin groups, Tadic’s structure formula (The-
orem 3.4) is different since Weyl group is different (Sn ⋊ {±1}n−1). This will be
addressed in our future article soon using the structure of even special orthogonal
groups ([4, 12]).

4. The reducibility of parabolic induction

In this Section, we study the reducibility of certain parabolically induced repre-
sentations that are needed in Section 5.

4.1. The reducibility of parabolic induction. We first consider the represen-
tation νβρ⋊ δ(νβρ, σ).

Lemma 4.1. Let ρ be an irreducible unitarizable supercuspidal representation of
GLp(F ) and let σ be an irreducible supercuspidal representation of Gm(F ). Suppose
that β > 1/2 is in (1/2)Z and that νβρ ⋊ σ reduces. Then νβρ ⋊ δ(νβρ, σ) is
irreducible.

In the proof of Lemma 4.1 we shall need the following lemma:

Sublemma 4.2. Let ρ be an irreducible unitarizable supercuspidal representation
of the group GLp(F ) and let σ be an irreducible supercuspidal representation of
Gm(F ). Suppose that ναρ⋊ σ reduces for some α > 0. Then

(i) ρ ∼= ρ̃wσ.
(ii) The representation να+nρ × να+n−1ρ × · · · × ναρ ⋊ σ, n ≥ 0, has a unique

irreducible subrepresentation which we denote by δ([ναρ, να+nρ], σ).
(iii) We have r(p)n+1(δ([ναρ, να+nρ], σ)) = να+nρ⊗ να+n−1ρ⊗ · · · ⊗ ναρ⊗ σ.

(iv) If τ is an irreducible representation of Gp(n+1)+m(F ) such that να+nρ ⊗
να+n−1ρ ⊗ · · · ⊗ να+1ρ ⊗ ναρ ⊗ σ is a subquotient of r(p)n+1(τ), then τ ∼=
δ([ναρ, να+nρ], σ).

(v) We have µ∗(δ([ναρ, να+nρ], σ)) =

n∑

k=−1

δ([να+k+1ρ, να+nρ])⊗δ([ναρ, να+kρ], σ),

where we assume that δ(∅, σ) = σ in the above formula.
(vi) The representation να+nρ×να+n−1ρ×· · ·×να+1ρ×ναρ⋊σ is regular. Here,

we shall say that IndG
P (ρ

′) for given supercuspidal representation ρ′ of M is

regular representation if the Jacquet module of IndGP (ρ
′) with respect to P is

a multiplicity one representation.

Proof. Since r(p)(ν
αρ ⋊ σ) = ναρ ⊗ σ + ν−αρ̃ωσ ⊗ σ, ναρ ⋊ σ has two irreducible

subquotients π1 and π2 such that r(p)(π1) = ναρ⊗ σ and r(p)(π2) = ν−αρ̃ωσ ⊗ σ.
Therefore, Casselman’s square integrable criterion for GSpin groups ([14, Proposi-
tion 3.8 and 3.9]) implies that π1 is discrete series representations. Furthermore, π1

can be embedded into ναρ⋊σ. Therefore, Proposition 2.7 and Remark 2.8 imply (i).
Remark that Ban and Goldberg also prove (i) in [5]. Using the Tadic’s structure for-
mula for Jacquet module, i.e., Theorem 3.4, s.s.(r(p(n+1))(ν

α+nρ×· · ·×ναρ⋊σ)) =∑

(ǫi)∈{±1}n+1

νǫn(α+n)ρ×· · ·× νǫ0αρ⊗σ and the transitivity of Jacquet modules and

[33] implies s.s.(r(p)n+1(να+nρ×· · ·×ναρ⋊σ)) =
∑

(ǫi)∈{±1}n+1

∑

p∈S{0,1,...,n}

νǫn(α+p(n))ρ⊗
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· · ·⊗ νǫ0(α+p(0))ρ⊗σ. This Jacquet module is of length 2n+1(n+1)! and is a multi-
plicity one representation. This proves (vi). Every irreducible subrepresentation of
να+nρ×· · ·×ναρ⋊σ has να+nρ⊗· · ·⊗ναρ⊗σ for a subquotient of the corresponding
Jacquet module by Frobenius reciprocity. The regularity of να+nρ× · · · × ναρ⋊ σ
and exactness of Jacquet modules imply that να+nρ× · · · × ναρ⋊ σ has a unique
irreducible subrepresentation which we denote by δ([ναρ, να+nρ], σ). This proves
(ii).

Suppose that an irreducible representation τ of Gp(n+1)+m(F ) has να+nρ⊗· · ·⊗
ναρ ⊗ σ for a subquotient of r(p)n+1(τ). Frobenius reciprocity implies that τ is a

subrepresentation of some Ind
Gp(n+1)+m(F )

Pα
(σ′) where σ′ and να+nρ⊗ · · ·⊗ ναρ⊗σ

are associate. Since σ′ and να+nρ⊗· · ·⊗ναρ⊗σ are associate, Ind
Gp(n+1)+m(F )

Pα
(σ′)

and να+nρ × · · · × ναρ ⋊ σ have the same composition factors. This implies τ ∼=
δ([ναρ, να+nρ], σ).

We prove (iii) and (v) by induction on n.
When n = 0, the Frobenius reciprocity implies that s.s.(r(p)(δ(ν

αρ, σ))) ≥ ναρ⊗
σ. Since µ∗(ναρ⋊σ) = (ν−αρ̃⊗ (ωσ ◦det))⊗ σ+ ναρ⊗σ+ ναρ⋊ σ and ναρ⋊ σ is
reducible, r(p)(δ(ν

αρ, σ)) = ναρ⊗ σ. This proves (iii) for n = 0. Then (v) follows
from (iii) in the case n = 0.

The Frobenius reciprocity implies that ναρ⊗ σ is a quotient of r(p)(δ(ν
αρ, σ)).

The regularity implies that δ(ναρ, σ) is the only irreducible subquotient of ναρ⋊ σ
which has ναρ⊗σ for a subquotient of the corresponding Jacquet module. We need
the following claim to finish the proof:
Claim. Let n ≥ 0 and assume that (iii) and (v) hold for k ≤ n. Let π1 :=
να+n+1ρ⋊δ([ναρ, να+nρ], σ) and π2 := δ([να+nρ, να+n+1ρ])⋊δ([ναρ, να+n−1ρ], σ).
The intersection of π1 and π2 is δ([ναρ, να+n+1ρ], σ).
Proof of the claimWe can explicitly calculate s.s.(r(p(n+2))(π1)) and s.s.(r(p(n+2))(π2))
using Theorem 3.4 and the inductive assumption. Furthermore, a simple anal-
ysis of Jacquet modules for general linear groups implies that s.s.(r(p)n+1(π1))

and s.s.(r(p)n+1(π2)) have να+n+1ρ ⊗ να+nρ ⊗ · · · ⊗ ναρ ⊗ σ for subquotients.
This is the only irreducible subquotient which appears in both Jacquet modules.
Therefore, the intersection of π1 and π2, which is denoted by π, is nonzero and
r(p)n+1(π) = να+n+1ρ⊗ να+nρ⊗ · · · ⊗ ναρ⊗ σ. This implies that π is irreducible.

By (iv), we have π = δ([ναρ, να+n+1ρ], σ) and completes the proof of the claim.
�

The claim and its proof prove (iii).
Using Theorem 3.4, we can also calculate the intersection of µ∗(π1) and µ∗(π2).

Furthermore, the claim implies that the intersection is
n−1∑

k=−1

δ([να+k+1ρ, να+n+1ρ])⊗

δ([ναρ, να+kρ], σ) + να+n+1ρ⊗ δ([ναρ, να+nρ], σ) + δ([ναρ, να+n+1 ρ], σ). In sum,

we have µ∗(δ([ναρ, να+n+1ρ], σ)) =

n+1∑

k=−1

δ([να+k+1ρ, να+n+1ρ])⊗δ([ναρ, να+kρ], σ)

since δ([ναρ, να+n+1ρ], σ) is the intersection of π1 and π2. By induction on n, this
proves (v). �

Proof of Lemma 4.1 Once we construct the basic structures on the Jacquet mod-
ules (Sublemma 4.2), the argument is exactly same as [31, Proposition 5.1]. Let
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us sketch the proof here. Suppose that νβρ ⋊ δ(νβρ, σ) is reducible. Note that
rGL(ν

βρ⋊ δ(νβρ, σ)) = νβρ× νβρ⊗σ+ ν−βρ× νβρ⊗σ has length two. Therefore,
there exists subquotient π of νβρ ⋊ δ(νβρ, σ) such that rGL(π) = νβρ × νβρ ⊗ σ.
We also have the following:

(4.1) δ([ν−β+1ρ, νβ−1ρ])⋊ π ≤ δ([ν−β+1ρ, νβ−1ρ])× ν−β × νβ ⋊ σ

and

(4.2) δ([ν−βρ, νβρ])⋊ σ ≤ δ([ν−β+1ρ, νβ−1ρ])× ν−β × νβ ⋊ σ.

From Sublemma 4.2 and Theorem 3.4 we get

(4.3) rGL(δ([ν
−βρ, νβρ])⋊ σ) =

β∑

k=−β−1

δ([ν−kρ, νβρ])× δ([νk+1ρ, νβρ])⊗ σ,

(4.4) rGL(ν
βρ× ν−βρ× δ([ν−β+1ρ, νβ−1ρ])⋊ σ)

= (νβρ+ ν−βρ)× (νβρ+ ν−βρ)×

β−1∑

k=−β

δ([ν−kρ, νβ−1ρ])× δ([νk+1ρ, νβ−1ρ])⊗ σ

and
(4.5)

rGL(δ([ν
−β+1ρ, νβ−1ρ])⋊π) = νβρ×νβρ×

β−1∑

k=−β

δ([ν−kρ, νβ−1ρ])×δ([νk+1ρ, νβ−1ρ])⊗σ.

Using (4.1) through (4.5), we show that δ([ν−βρ, νβρ])⋊σ and δ([ν−β+1ρ, νβ−1ρ])
⋊π have an irreducible subquotient. Let τ is such subquotient. Since δ([ν−βρ, νβρ])⋊
σ is unitarizable, Frobenius reciprocity implies that δ([ν−βρ, νβρ]) ⊗ σ ≤ rGL(τ).
This is a contradiction since τ is also a subquotient of δ([ν−β+1ρ, νβ−1ρ])⋊ π and
ν−βρ cannot appear in the equation (4.5). This completes the proof of Lemma 4.1.
�

Proposition 4.3. Let ρ and ρ0 be irreducible unitarizable supercuspidal repre-
sentations of GLp(F ) and GLp0(F ) respectively. Let σ be an irreducible super-
cuspidal representation of Gm(F ) and let β be positive. Suppose that νβρ ⋊ σ
reduces, and that ναρ ⋊ σ is irreducible for any α ∈ R \ {±β}. Let l be a non-
negative integer and let α ∈ R. If ναρ ⋊ δ([νβρ, νβ+l], σ) reduces, then α ∈
{±(β− 1),±(β+ l+1),±β}. In particular, if we assume that β ∈ (1/2)Z, then the
reducibility of ναρ⋊ δ([νβρ, νβ+l], σ) implies that α ∈ {±(β − 1),±(β + l + 1)}.

Proof. Suppose that α /∈ {±(β − 1),±(β + l + 1),±β}. We use Lemma 3.7 of [31]
to show that ναρ⋊ δ([νβρ, νβ+l], σ) is irreducible.

Using Theorem 3.4, we get

(4.6) µ∗(ναρ⋊ δ([νβρ, νβ+l], σ) = (1⊗ ναρ+ ναρ⊗ 1 + (ν−αρ̃⊗ (ω ◦ det))⊗ 1)

⋊(

l∑

j=−1

δ([νβ+j+1ρ, νβ+lρ])⊗ δ([νβρ, νβ+jρ], σ)).

Since σ is supercuspidal, we also get

(4.7) rGL(ν
αρ⋊ δ([νβρ, νβ+lρ], σ))
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= (ν−αρ̃⊗ (ω ◦ det))× δ([νβρ, νβ+lρ])⊗ σ + ναρ× δ([νβρ, νβ+lρ])⊗ σ,

(4.8) r(lp)(ν
αρ⋊ δ([νβρ, νβ+lρ], σ)) ≥ δ([νβρ, νβ+lρ])⊗ ναρ⋊ σ

and

(4.9) r((l−1)p)(ν
αρ⋊ δ([νβρ, νβ+lρ], σ)) ≥ δ([νβ+1ρ, νβ+lρ])⊗ ναρ⋊ δ(νβρ, σ).

Since α /∈ {±(β − 1),±(β + l + 1)}, (4.7) has length 2, i.e., two representations
in the right hand side are irreducible.

Let us consider the case when α 6= 0. Let P′ = M′N′,P′′ = M′′N′′ and
P′′′ = M′′′N′′′ be standard parabolic subgroups of G(l+1)p+m such that M′ =

GLlp × GLp ×Gm, M′′ = GLlp ×Gp+m and M′′′ = GL(l+1)p ×Gm. Let τ ′′ =

δ([νβρ, νβ+lρ]) ⊗ ναρ ⋊ σ, i.e., the term in the right hand side of (4.8) and τ ′′′ =
ναρ×δ([νβρ, νβ+lρ])⊗σ (Case1) or (ν−αρ̃⊗(ω◦det))×δ([νβρ, νβ+lρ])⊗σ (Case2),
i.e., one of the terms in the right hand side of (4.7). In either case, we show

rM
′′

M ′ (τ ′′) + rM
′′′

M ′ (τ ′′′) � rGM ′ (ναρ⋊ δ([νβρ, νβ+lρ], σ)).

(Case1) Let us first consider the case when τ ′′′ = ναρ × δ([νβρ, νβ+lρ]) ⊗ σ. Then

rM
′′

M ′ (τ ′′)+rM
′′′

M ′ (τ ′′′) = δ([νβρ, νβ+lρ])⊗rGL(ν
αρ⋊σ)+r(lp,p)(ν

αρ×δ([νβρ, νβ+lρ]))⊗

σ = δ([νβρ, νβ+lρ])⊗ναρ⊗σ+δ([νβρ, νβ+lρ])⊗(ν−αρ̃⊗(ω◦det))⊗σ+r(lp,p)(ν
αρ×

δ([νβρ, νβ+lρ]))⊗σ � r(lp,p)((ν
−αρ̃⊗ (ω ◦det))×δ([νβρ, νβ+lρ]))⊗σ+r(lp,p)(ν

αρ×

δ([νβρ, νβ+lρ])) ⊗ σ = rGM ′(ναρ ⋊ δ([νβρ, νβ+lρ], σ)). The � above is justified by
the fact that the supercuspidal support ναρ does not appear in r(lp,p)((ν

−αρ̃⊗ (ω ◦

det))× δ([νβρ, νβ+lρ]))⊗ σ.
(Case2) Let us also consider the case when τ ′′′ = (ν−αρ̃⊗(ω◦det))×δ([νβρ, νβ+lρ])⊗

σ. Then, rM
′′

M ′ (τ ′′) + rM
′′′

M ′ (τ ′′′) � rGM ′ (ναρ⋊ δ([νβρ, νβ+lρ], σ)) since the supercusp-

idal support ν−αρ̃⊗ (ω ◦ det) does not appear in r(lp,p)(ν
αρ× δ([νβρ, νβ+lρ]))⊗ σ.

Therefore, Lemma 3.7 of [31] implies the irreducibility of the representation ναρ⋊
δ([νβρ, νβ+l], σ).

If we further assume that β ∈ 1
2Z and β > 1

2 , we can prove that ναρ ⋊
δ([νβρ, νβ+l], σ) is irreducible using Lemma 3.7 of [31] and Lemma 4.1 with above
(4.6) through (4.9). When β = 1

2 , the reducibility of ναρ⋊ δ([νβρ, νβ+l], σ) implies
α ∈ {±(β− 1),±(β+ l+1)} since {±(β− 1),±(β+ l+1)} = {±(β− 1),±(β+ l+
1),±β}. �

Remark 4.4. In general, the representation νβρ ⋊ δ([νβρ, νβ+l], σ) may not be
irreducible since Lemma 4.1 might not be true when β /∈ 1

2Z − { 1
2}. For example,

ν
1
2 ρ ⋊ δ([ν

1
2 ρ, ν

1
2+l], σ) is reducible when we assume that ν

1
2 ρ ⋊ σ reduces and

ναρ⋊ σ is irreducible for any α ∈ R \ {± 1
2} (see Theorem 8.2 (ii) of [31]).

4.2. Weyl group action on the induced representations. The following ex-
plicit calculation of Weyl group action on the induced representations are also useful
when we apply Ivan Matic’s idea ([17]) to the case of GSpin groups. Let Mθ be a
Levi subgroup isomorphic to GLk ×Gn−k for θ = ∆\αk. There is a unique Weyl
group element w0 such that w0(αk) < 0 and w0(θ) ⊂ ∆.

Lemma 4.5. If we identify w0 as (p, ǫ) as in Section 2.2. Then

p(i) =

{
k + 1− i for 1 ≤ i ≤ k;

i for k + 1 ≤ i ≤ n.
and ǫi =

{
−1 for 1 ≤ i ≤ k;
1 for k + 1 ≤ i ≤ n.
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Proof. We can get this characterization of w0 from the Weyl group action on the
character lattice (Corollary 3.2). The condition (p, ǫ) ·αi = ǫiep(i)−ǫi+1ep(i+1) ⊂ ∆
for 1 ≤ i ≤ k − 1 implies ǫGL := ǫ1 = ǫ2 = . . . = ǫk and p(i + 1) = p(i) + ǫi for
1 ≤ i ≤ k − 1. Similarly, the condition (p, ǫ) · αj = ǫjep(j) − ǫj+1ep(j+1) ⊂ ∆ for
k+1 ≤ j ≤ n− 1 implies ǫGSpin := ǫk+1 = ǫk+2 = . . . = ǫn and p(j+1) = p(j)+ ǫj
for k + 1 ≤ j ≤ n − 1. The condition (p, ǫ) · αn = ǫnep(n) ⊂ ∆ implies ǫn = 1 and
p(n) = n. In sum, ǫGSpin = 1 and p(j) = j for k + 1 ≤ j ≤ n − 1. Suppose that
ǫGL = 1. Since {p(1), p(2), . . . , p(k)} = {1, 2, . . . , k} and p(1) < p(2) < . . . < p(k),
p = id and w0 ·αk = ek − ek+1 > 0. This contradicts that w0 ·αk < 0. We conclude
that ǫGL = −1. Since {p(1), p(2), . . . , p(k)} = {1, 2, . . . , k} and p(1) > p(2) > . . . >
p(k), p(i) = k + 1− i for 1 ≤ i ≤ k. In this case, w0 · αk = −e1 − ek+1 < 0. �

Using Lemma 3.1 and Lemma 4.5, we can get the action of w0 on the represen-
tation of the associated Levi subgroup.

Corollary 4.6. Let σ be a representation of GLk(F ) and τ be one of Gn−k(F ).
Then

w−1
0 ei =





−ek+1−i for 1 ≤ i ≤ k;
ei for k + 1 ≤ i ≤ n;

e0 +

k∑

m=1

em for i = 0.

and

(σ ⊗ τ)w0 = (σ̃ ⊗ (ωτ ◦ det))⊗ τ,

where ωτ is the central character of τ .

Corollary 4.7. Let σ and τ be as in Corollary 4.6. Then ρ⋊τ and (ρ̃⊗(ωτ◦det))⋊τ
are associate. Therefore, Lemma 5.4 (iii) of [6] implies that the set of irreducible
composition factors of ρ⋊ τ and (ρ̃⊗ (ωτ ◦ det))⋊ τ are same. Furthermore, if we
assume that ρ⋊ τ is irreducible, then ρ⋊ τ ∼= (ρ̃⊗ (ωτ ◦ det))⋊ τ (cf. [14, Lemma
3.7] in the generic case).

5. Classification of strongly positive representations for odd GSpin
groups

This section gives the classification of strongly positive representations of odd
GSpin groups. Our results parallel those of Ivan Matic for metaplectic groups.
In this section, we apply ideas and adapt some proofs from [17] and also from
[20, 31, 32] to our situation and GSpin case. However let us remark that in the
case when the reducibility point is 1

2 , more arguments are needed in [17] (Matic has
kindly agreed to add arguments in detail about his paper as an appendix to this
paper). In our paper, we use another idea to approach the case when the reducibility
point is 1

2 and focus more on this case and this approach can be applied to the case
of classical groups and metaplectic groups.

5.1. Embeddings of strongly positive representations. In this subsection,
we show that strongly positive representations can be embedded into parabolically
induced representations of special type. More precisely, we consider the following
type of parabolically induced representations:

(5.1) δ(∆1)× δ(∆2)× · · · × δ(∆k)⋊ σcusp
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where ∆1,∆2, . . . ,∆k a sequence of strongly positive segments satisfying 0 < e(∆1) ≤
e(∆2) ≤ · · · ≤ e(∆k) (we allow k = 0 here), σcusp an irreducible supercuspidal rep-
resentation of Gm(F ). Note that the idea of certain embeddings of representations
was initiated in [21] and further refined in [10].

Theorem 5.1. Let ∆i, i = 1, . . . , k and σcusp be as above. Then the induced
representation δ(∆1)× δ(∆2)× · · ·× δ(∆k)⋊σcusp has a unique irreducible subrep-
resentation which we denote by δ(∆1, . . . ,∆k;σcusp).

Proof. We briefly explain the main ideas of the proof and how we adapt the proof
from [17] to the case of GSpin groups. The case k = 0 is clear. We assume
that k > 0 and let ∆i = [νaiρi, ν

biρi] for i = 1, . . . , k. The strong positivity
implies 0 < ai ≤ bi. Let j1 < j2 < · · · < js be the positive integers such that
e(∆1) = · · · = e(∆j1) < e(∆j1+1) = · · · = e(∆j2) < · · · < e(∆js+1) = · · · = e(∆k).
Then

(5.2) δ(∆1)× · · · × δ(∆j1 )⊗ δ(∆j1+1)× · · · × δ(∆j2 )⊗ · · · ⊗ σcusp

is irreducible.

Lemma 5.2. The irreducible representation (5.2) appears with multiplicity one
in the Jacquet module of δ(∆1) × δ(∆2) × · · · × δ(∆k) ⋊ σcusp with respect to the
appropriate parabolic subgroup.

Lemma 5.2 implies the theorem since the Jacquet module of every subrep-
resentation of δ(∆1) × δ(∆2) × · · · × δ(∆k) ⋊ σcusp with respect to the appro-
priate parabolic subgroup contains (5.2). Therefore, the induced representation
δ(∆1)× δ(∆2)×· · ·× δ(∆k)⋊σcusp has a unique irreducible subrepresentation. �

Proof of Lemma 5.2

The proof relies on the Jacquet module method (Tadic’s structure formula).
Since we fully construct the Tadic’s formula in the case of odd GSpin groups (Sec-
tion 3), we can apply the arguments of [17] to the case of odd GSpin groups and
we omit the proof here. �

Now, we consider strongly positive representation and show that it can be em-
bedded into induced representations of the form (5.1).

Theorem 5.3. Let σ ∈ R(n) denote a strongly positive representation. Then σ
can be embedded into certain induced representation of the form (5.1).

Proof. We also briefly explain the main ideas of the proof. We start with Jacquet
quotient theorem ([8, Theorem 5.1.2]). Jacquet quotient theorem implies that

(5.3) σ →֒ ρ1 × ρ2 × · · · × ρk ⋊ σcusp.

where ρi is an irreducible supercuspidal representation of GLni
(F ), i = 1, 2, . . . , k

and σcusp ∈ R(n− n′) is an irreducible supercuspidal representation.
Consider all possible embeddings of the following form:

(5.4) σ →֒ δ(∆1)× δ(∆2)× · · · × δ(∆l)⋊ σcusp,

where ∆1 +∆2 + · · ·∆l = {ρ1, ρ2, . . . , ρk}, viewed as an equality of multisets (such
embedding exists; for example we can take l = k,∆1 = {ρ1}, . . .∆l = {ρl}).
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Each δ(∆i) is an irreducible representation of some GLni
(this defines ni) for

i = 1, 2, . . . , l. To every such embedding we attach an n′-tuple

(5.5) (e(∆1), . . . , e(∆1), e(∆2), . . . , e(∆2), . . . , e(∆l), . . . , e(∆l)) ∈ Rn′

,

where e(∆i) appears ni times and n′ = n1+ · · ·+nl (see Section 3 of [10]). Clearly,
the set of all embeddings (5.4) is finite. Then we can assume that (5.4) is such

that (5.5) is minimal with respect to the lexicographic ordering on Rn′

. The strong
positivity of σ implies that e(∆i) > 0 for i = 1, 2, . . . , l. Then we use the minimality
of (5.5) to show that e(∆1) ≤ e(∆2) ≤ · · · ≤ e(∆l) as in [17] and we omit the proof
here. �

5.2. Classification of strongly positive representations: D(ρ;σcusp). Let ρ
be an irreducible supercuspidal representation of GLnρ

(F ) and σcusp be an irre-
ducible supercuspidal representation of Gnσcusp

(F ). Let D(ρ;σcusp) be the set of
strongly positive representations whose supercuspidal supports are the representa-
tion σcusp and twists of the representation ρ by positive valued characters. Let
a ≥ 0 be the unique non-negative real number such that νaρ⋊σcusp reduces ([29]).
Furthermore, we assume that this reducibility point a is in 1

2Z (see (HI) of [20],
page 771). Let kρ denote ⌈a⌉, the smallest integer which is not smaller than a. In
this section, we construct the classification of strongly positive representations in
D(ρ;σcusp). Remark that the approach in the case a = 1

2 is different from other

cases (a ∈ 1
2N− { 1

2}).
In a previous section, we show that every strongly positive representation can

be viewed as the unique irreducible subrepresentation of induced representation of
the form (5.1). Therefore, there exists an mapping from the set of strongly positive
representations of Gn(F ) into the set of induced representations of the form (5.1).

Now we further refine the image of this map when we restrict the map to
D(ρ;σcusp).

Theorem 5.4. Let σ be an irreducible strongly positive representation in D(ρ;σcusp)
and consider it as the unique irreducible subrepresentation of induced representation
of the form (5.1). Write ∆i = [νaiρ, νbiρ]. Then,{

ai = a− k + i, b1 < . . . < bk and k ≤ ⌈a⌉ when a ∈ 1
2Z− 1

2 ;
ai = a and b1 ≤ . . . ≤ bk when a = 1

2 .

Proof. We first consider the case when a = 1
2 . We use induction on k. The case

k = 0 is clear. When k = 1, we have the embedding σ →֒ δ([νa1ρ, νb1ρ])⋊ σcusp →֒
νb1ρ × · · · × νa1ρ ⋊ σcusp. If a1 6= a, then νa1ρ ⋊ σcusp

∼= ν−a1ρ ⋊ σcusp as in the
case a = 0. Using this isomorphism, we have σ →֒ νb1ρ× · · · × ν−a1ρ⋊ σcusp which
contradicts the strong positivity of σ. This implies a1 = a.

Suppose that theorem holds for all m ∈ Z such that 0 ≤ m < k, where k ≥ 2.
We prove it for k. If ak 6= a, we get the inclusion σ →֒ νb1ρ × · · · × νa1ρ × · · · ×
νbkρ× · · · × νak−1 × ν−akρ⋊ σcusp as in the case a = 0. This contradicts that σ is
strongly positive. This implies ak = a.

Since δ(∆2, . . . ,∆k;σcusp) is a subrepresentation of δ(∆2)× · · · × δ(∆k)⋊ σcusp,
induction in stages gives the embedding δ(∆1) ⋊ δ(∆2, . . . ,∆k;σcusp) →֒ δ(∆1) ×
· · · × δ(∆k)⋊ σcusp. Since σ is the unique irreducible subrepresentation of δ(∆1)×
· · · × δ(∆k)⋊ σcusp, we deduce that σ →֒ δ(∆1)⋊ δ(∆2, . . .∆k;σcusp). The strong
positivity of σ implies the strong positivity of δ([νa2ρ, νb2ρ], . . . , [νakρ, νbkρ];σcusp).
The inductive assumption implies ai =

1
2 for all i ≥ 2 and b2 ≤ . . . ≤ bk. It remains
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to show a1 = 1
2 and b1 ≤ b2. We first show a1 ∈ 1

2 +Z. If not, we get the following

embedding using the fact that each νa1 × δ([νaiρ, νbiρ]) is irreducible for all i ≥ 2:

σ →֒ δ([νa1+1ρ, νb1ρ])× νa1ρ× δ([νa2ρ, νb2ρ])× · · · × δ([νakρ, νbkρ])⋊ σcusp

∼= δ([νa1+1ρ, νb1ρ])× δ([νa2ρ, νb2ρ])× · · · × δ([νakρ, νbkρ])× νa1ρ⋊ σcusp

∼= δ([νa1+1ρ, νb1ρ])× δ([νa2ρ, νb2ρ])× · · · × δ([νakρ, νbkρ])× ν−a1ρ⋊ σcusp

which contradicts the strong positivity of σ.
It is enough to show that a1 < 3

2 since a1 ∈ 1
2 + Z. Suppose that a1 ≥ 3

2 . The
inequality e(∆1) ≤ e(∆i) for all i ≥ 2 implies that b1 < bi. This implies that each
δ(∆1) × δ(∆i) is irreducible for all i ≥ 2. Then we get the following embedding
using the fact that a1 6= 1

2 :

σ →֒ δ(∆1)× · · · × δ(∆k)⋊ σcusp

∼= δ(∆2)× · · · × δ(∆k)× δ([νa1ρ, νb1ρ])⋊ σcusp

→֒ δ(∆2)× · · · × δ(∆k)× δ([νa1+1ρ, νb1ρ])× νa1ρ⋊ σcusp

∼= δ(∆2)× · · · × δ(∆k)× δ([νa1+1ρ, νb1ρ])× ν−a1ρ⋊ σcusp

which contradicts the strong positivity of σ. Finally, the fact a1 ∈ 1
2 + Z implies

that a1 = 1
2 . And b1 ≤ b2 follows from the inequality e(∆1) ≤ e(∆2). When

a ∈ { 1
2Z − 1

2}, we can apply the arguments of [17] to the odd GSpin groups since
we construct all the tools that we needed in Section 3 and 4 and we, therefore, omit
here. �

We also show that the map from D(ρ;σcusp) to the set of induced representations
of the form (5.1) is well defined in the following theorem:

Theorem 5.5. Let σ be an irreducible strongly positive representation in D(ρ;σcusp).
Then, there exist a unique set of strongly positive segments ∆1,∆2, . . . ,∆k, with
0 < e(∆1) ≤ e(∆2) ≤ · · · ≤ e(∆k), and a unique irreducible supercuspidal repre-
sentation σ′ ∈ R such that σ ≃ δ(∆1,∆2, . . . ,∆k;σ

′).

Proof. We first consider the case a = 1
2 . The uniqueness of the partial supercuspidal

support implies that σ′ = σcusp. Suppose that there are two sequences of strongly
positive segments, ∆1,∆2, . . . , ∆k and ∆′

1,∆
′
2, . . . ,∆

′
l which satisfy the conditions

in Theorem 5.4, i.e., ∆i = [ν
1
2 ρ, νbiρ], b1 ≤ · · · ≤ bk and ∆′

j = [ν
1
2 ρ, νb

′
jρ], b′1 ≤

· · · ≤ b′l. We have the following two embeddings:

(5.6) σ →֒ δ(∆1)× δ(∆2)× · · · × δ(∆k)⋊ σcusp

(5.7) σ →֒ δ(∆′
1)× δ(∆′

2)× · · · × δ(∆′
l)⋊ σcusp.

Note that δ(∆1)×δ(∆2)×· · ·×δ(∆k) and δ(∆′
1)×δ(∆′

2)×· · ·×δ(∆′
l) are irreducible

since the segments are not connected in the sense of Zelevinsky. The embedding
(5.7) implies that the Jacquet module of σ with respect to the appropriate parabolic
subgroup has to contain the irreducible representation δ(∆′

1)×δ(∆′
2)×· · ·×δ(∆′

l)⊗
σcusp. The transitivity and exactness of Jacquet modules, applied to (5.6), imply
that δ(∆′

1) × δ(∆′
2) × · · · × δ(∆′

l) ⊗ σcusp is an irreducible member of µ∗(δ(∆1) ×
δ(∆2)×· · ·× δ(∆k)⋊σcusp). Theorem 3.4 implies that there are − 1

2 ≤ xi ≤ yi ≤ bi
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such that
(5.8)
k∏

i=1

(δ([ν−xi ρ̃⊗(ωσcusp
◦det), ν−

1
2 ρ̃⊗(ωσcusp

◦det)])×δ([νyi+1ρ, νbiρ])) ≥
l∏

i=1

δ([ν
1
2 ρ, νb

′
lρ]).

We compare the supercuspidal supports of both sides to get xi and yi for every
i = 1, . . . , k. Since all the segments in the right hand side are strongly positive,
we first get xi = − 1

2 for every i = 1, . . . , k so that each segment [ν−xi ρ̃⊗ (ωσcusp
◦

det), ν−
1
2 ρ̃ ⊗ (ωσcusp

◦ det)] is empty for every i = 1, . . . , k. We also get k ≥ l

by comparing the supercuspidal support ν
1
2 ρ. Reversing the roles, we also get

l ≥ k. Since yi + 1 ≥ 1
2 and k = l, we get yi = − 1

2 for all i = 1, . . . , k by

comparing the supercuspidal support ν
1
2 ρ. Therefore, the inequality (5.8) becomes

k∏

i=1

(δ([ν
1
2 ρ, νbiρ])) ≥

k∏

i=1

δ([ν
1
2 ρ, νb

′
kρ]). Since b1 ≤ . . . ≤ bk, b

′
1 ≤ . . . ≤ b′l and k = l,

we also get bi = b′i for every i = 1, . . . , k. This proves the uniqueness in this case.
Again, in the case when a ∈ { 1

2Z− 1
2}, the proof is similar to [17] and we construct

all the tools that we needed in Section 3 and 4 and we, therefore, omit the proof in
this case. �

We, in Theorem 5.4 and Theorem 5.5, construct an injective mapping from
D(ρ;σcusp) into the set of induced representations of the form (5.1) with refinement
on the unitary exponents as in Theorem 5.4. More precisely, let Jord∗(ρ,a), when

a 6= 1
2 , stand for the set of all increasing sequences b1, b2, . . . , bkρ

, where bi ∈ R, bi−
a+ kρ − i ∈ Z≥0 for i = 1, . . . , kρ and −1 < b1 < b2 < · · · < bkρ

and let Jord∗
(ρ, 12 )

stands for the set of all increasing sequences b′1, b
′
2, . . . , b

′
k, where b

′
i ∈ R, b′i−

1
2 ∈ Z≥0

for i = 1, . . . , k and −1 < b′1 ≤ b′2 ≤ · · · ≤ b′k for any non-negative integer k. So far,
we construct the following injective mapping:

D(ρ;σcusp) →֒ Jord∗(ρ,a)

Now, it remains to describe the exact image of this mapping. Let Jord(ρ,a) be same

as Jord∗(ρ,a) when a 6= 1
2 and let Jord(ρ, 12 ) be a subset of Jord∗

(ρ, 12 )
with condition

k = 1. In what follows, we show that the image of this mapping is exactly Jord(ρ,a).
In other words, we show the image is the set of induced representation of the form
5.1 with ai = a − k + i, b1 < . . . < bk and k ≤ ⌈a⌉ for any a ∈ 1

2Z. We first show
that the image contains Jord(ρ,a). Let b1, b2, . . . , bkρ

denote an increasing sequence
appearing in Jord(ρ,a). We showed in Section 5.1 that the induced representation

(5.9) δ([νa−kρ+1ρ, νb1ρ])× δ([νa−kρ+2ρ, νb2ρ])× · · · × δ([νaρ, νbkρρ])⋊ σcusp

has a unique irreducible subrepresentation, which we denote by σ(b1,...,bkρ ;a)
.

We apply induction argument in [17] to show that the above subrepresentation
is strongly positive and we don’t repeat the argument here.

Theorem 5.6. The representation σ(b1,...,bkρ ;a)
is strongly positive.

It remains to show that the image is contained in Jord(ρ,a). It is enough to

consider the case a = 1
2 since Jord(ρ,a) = Jord∗(ρ,a) when a 6= 1

2 .
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Let b′1, b
′
2, . . . , b

′
k denote an increasing sequence appearing in Jord∗

(ρ, 12 )
. Again, we

showed in Section 5.1 that the induced representation δ([ν
1
2 ρ, νb

′
1ρ])×δ([ν

1
2 ρ, νb

′
2ρ])×

· · · × δ([ν
1
2 ρ, νb

′
kρ]) ⋊ σcusp has a unique irreducible subrepresentation, which we

denote by σ∗
(b′1,...,b

′
k
; 12 )

.

Lemma 5.7. The representation σ∗
( 1
2 ,

1
2 ;

1
2 )
, the unique irreducible subrepresentation

of ν
1
2 ρ× ν

1
2 ρ⋊ σcusp, is not strongly positive.

Sublemma 5.8. Suppose that ν
1
2 ρ ⋊ σcusp reduces. Then δ([ν−

1
2 ρ, ν

1
2 ρ])⋊ σcusp

reduces into a sum of two inequivalent irreducible representations.

Proof. Theorem 3.4 implies that rGL(δ([ν
− 1

2 ρ, ν
1
2 ρ]) ⋊ σcusp) = 2(δ([ν−

1
2 ρ, ν

1
2 ρ])

⊗σcusp)+ν
1
2 ρ×ν

1
2 ρ⊗σcusp. The Lemma 3.8 (b) of [31] implies that δ([ν−

1
2 ρ, ν

1
2 ρ])⋊

σcusp is either irreducible or a direct sum of two irreducible non-isomorphic represen-

tations since the multiplicity of δ([ν−
1
2 ρ, ν

1
2 ρ])⊗σcusp in rGL(δ([ν

− 1
2 ρ, ν

1
2 ρ])⋊σcusp)

is exactly two. So, it is enough to show that δ([ν−
1
2 ρ, ν

1
2 ρ]) ⋊ σcusp reduces. We

use Remark 3.2 of [31] to show this. The transitivity of induced representations

and Corollary 4.7 imply that δ([ν−
1
2 ρ, ν

1
2 ρ]) ⋊ σcusp ≤ ν

1
2 ρ × ν−

1
2 ρ ⋊ σcusp and

ν
1
2 ρ× δ(ν

1
2 ρ, σcusp) ≤ ν

1
2 ρ× ν

1
2 ρ⋊ σcusp = ν

1
2 ρ× ν−

1
2 ρ⋊ σcusp.

Theorem 3.4 implies that the multiplicity of ν
1
2 ρ × ν

1
2 ρ ⊗ σcusp in each of

rGL(δ([ν
− 1

2 ρ, ν
1
2 ρ])⋊σcusp), rGL(ν

1
2 ρ×δ(ν

1
2 ρ, σcusp)) and rGL(ν

1
2 ρ×ν−

1
2 ρ⋊σcusp)

is one and that the multiplicity of δ([ν−
1
2 ρ, ν

1
2 ρ])⊗σcusp in each of rGL(δ([ν

− 1
2 ρ, ν

1
2 ρ])

⋊σcusp) and rGL(ν
1
2 ρ×ν−

1
2 ρ⋊σcusp) is two and one respectively. This implies that

rGL(δ([ν
− 1

2 ρ, ν
1
2 ρ])⋊σcusp)+rGL(ν

1
2 ρ×δ(ν

1
2 ρ, σcusp)) � rGL(ν

1
2 ρ×ν−

1
2 ρ⋊σcusp)

and rGL(δ([ν
− 1

2 ρ, ν
1
2 ρ]) ⋊ σcusp) � rGL(ν

1
2 ρ × ν−

1
2 ρ ⋊ σcusp). Now we conclude

the reducibility from Remark 3.2 of [31]. This completes the proof of Sublemma
5.8. �

Remark 5.9. Since rGL(δ([ν
− 1

2 ρ, ν
1
2 ρ])⋊σcusp) = 2δ([ν−

1
2 ρ, ν

1
2 ρ])⊗σcusp+ν

1
2 ρ×

ν
1
2 ρ⊗ σcusp, Frobenius reciprocity implies that the irreducible subrepresentations,

say τ1 and τ2, satisfy rGL(τ1) = δ([ν−
1
2 ρ, ν

1
2 ρ]) ⊗ σcusp + ν

1
2 ρ × ν

1
2 ρ ⊗ σcusp and

rGL(τ2) = δ([ν−
1
2 ρ, ν

1
2 ρ])⊗ σcusp.

Sublemma 5.10. Let ρ, σcusp, τ1 and τ2 be as in Sublemma 5.8 and Remark 5.9. In

the Grothendieck group, we have ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp) = s(ν

1
2 ρ, δ(ν

1
2 ρ, σcusp)) + τ1.

In particular, τ1 is the unique irreducible subrepresentation of ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp)

(Here, s(ν
1
2 ρ, δ(ν

1
2 ρ, σcusp)) represents the unique irreducible quotient, i.e., Lang-

lands quotient of ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp)).

Proof. Step1. τ1 ≤ ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp).

We consider ν−
1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp). We have ν−

1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp) →֒ ν−

1
2 ρ ×

ν
1
2 ρ⋊ σcusp. Suppose that ν−

1
2 ρ⋊ δ(ν

1
2 ρ, σcusp) ≤ s(ν−

1
2 ρ, ν

1
2 ρ)⋊ σcusp. However,

if we consider the following two Jacquet modules, this is not the case:

(5.10) rGL(ν
− 1

2 ρ⋊ δ(ν
1
2 ρ, σcusp)) = ν−

1
2 ρ× ν

1
2 ρ⊗ σcusp + ν

1
2 ρ× ν

1
2 ρ⊗ σcusp

and

(5.11) rGL(s(ν
− 1

2 ρ, ν
1
2 ρ)⋊ σcusp) = (2s(ν−

1
2 ρ, ν

1
2 ρ) + ν−

1
2 ρ× ν−

1
2 ρ)⊗ σcusp.
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This implies that there exists an irreducible subquotient π ≤ ν−
1
2 ρ⋊δ(ν

1
2 ρ, σcusp)

such that π ≤ δ(ν−
1
2 ρ, ν

1
2 ρ)⋊ σcusp = τ1 ⊕ τ2.

Suppose that τ1 � ν−
1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp). This implies that the intersection of

ν−
1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp) and δ(ν−

1
2 ρ, ν

1
2 ρ) ⋊ σcusp is τ2 and ν−

1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp) −

τ2 ≤ s(ν−
1
2 ρ, ν

1
2 ρ) ⋊ σcusp which is a contradiction because of (5.10) and (5.11).

Therefore, we conclude that τ1 ≤ ν−
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp).

Step2. The length of ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp) is two.

We consider rGL(ν
1
2 ρ⋊δ(ν

1
2 ρ, σcusp)) = ν−

1
2 ρ×ν

1
2 ρ⊗σcusp+ν

1
2 ρ×ν

1
2 ρ⊗σcusp.

From this, we know that the length of ν
1
2 ρ ⋊ δ(ν

1
2 ρ, σcusp) is at most 3. Since

rGL(τ1) = δ([ν−
1
2 ρ, ν

1
2 ρ])⊗ σcusp + ν

1
2 ρ× ν

1
2 ρ⊗ σcusp � rGL(ν

1
2 ρ⋊ δ(ν

1
2 ρ, σcusp))

and rGL(ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp))− rGL(τ1) = s([ν−

1
2 ρ, ν

1
2 ρ])⊗σcusp is irreducible, the

length is exactly 2.
Finally, since s(ν

1
2 ρ, δ(ν

1
2 ρ, σcusp)) is the unique irreducible quotient of ν

1
2 ρ ⋊

δ(ν
1
2 ρ, σcusp), τ1 is the unique irreducible subrepresentation of ν

1
2 ρ⋊ δ(ν

1
2 ρ, σcusp).

�

Proof of Lemma 5.7 The embedding ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp) →֒ ν

1
2 ρ× ν

1
2 ρ⋊ σcusp

implies the following embedding:

σ∗
( 1
2 ,

1
2 ;

1
2 )

→֒ ν
1
2 ρ⋊ δ(ν

1
2 ρ, σcusp).

Sublemma 5.10 implies that σ∗
( 1
2 ,

1
2 ;

1
2 )

∼= τ1 which is a subrepresentation of δ([ν−
1
2 ρ,

ν
1
2 ρ])⋊ σcusp by Sublemma 5.8. Therefore, we have the following embedding:

σ∗
( 1
2 ,

1
2 ;

1
2 )

→֒ δ([ν−
1
2 ρ, ν

1
2 ρ])⋊ σcusp →֒ ν

1
2 ρ× ν−

1
2 ρ⋊ σcusp.

This implies that σ∗
( 1
2 ,

1
2 ;

1
2 )

is not strongly positive. �

Lemma 5.11. The induced representation δ([ν
3
2 ρ, νb

′
1ρ]) × δ([ν

3
2 ρ, νb

′
2ρ]) × · · · ×

δ([ν
3
2 ρ, νb

′
kρ])× ν

1
2 ρ× · · ·× ν

1
2 ρ⋊σcusp has a unique irreducible subrepresentation.

Proof. Since δ([ν
3
2 ρ, νb

′
1ρ])×δ([ν

3
2 ρ, νb

′
2ρ])×· · ·×δ([ν

3
2 ρ, νb

′
kρ])⊗ν

1
2 ρ×· · ·×ν

1
2 ρ⊗

σcusp is irreducible, it is enough to show that δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× · · · ×

δ([ν
3
2 ρ, νb

′
kρ])⊗ν

1
2 ρ×· · ·×ν

1
2 ρ⊗σcusp appears with multiplicity one in the Jacquet

module of δ([ν
3
2 ρ, νb

′
1ρ])×δ([ν

3
2 ρ, νb

′
2ρ])×· · ·×δ([ν

3
2 ρ, νb

′
kρ])×ν

1
2 ρ×· · ·×ν

1
2 ρ⋊σcusp.

Exactness and transitivity of Jacquet modules imply that there exists an irreducible

representation π such that µ∗(δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])×· · ·× δ([ν

3
2 ρ, νb

′
kρ])×

ν
1
2 ρ× · · · × ν

1
2 ρ⋊ σcusp) ≥ δ([ν

3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× · · · × δ([ν

3
2 ρ, νb

′
kρ])⊗ π,

where rGL(π) ≥ ν
1
2 ρ × · · · × ν

1
2 ρ ⊗ σcusp. Theorem 3.4 implies that there exist

1
2 ≤ x′

i ≤ y′i ≤ b′i and − 1
2 ≤ xi ≤ yi ≤

1
2 for i = 1, . . . , k such that the inequal-

ity

k∏

i=1

δ([ν−x′
iρ, ν−

3
2 ρ])× δ([νy

′
i+1ρ, νb

′
iρ])

k∏

i=1

δ([ν−xiρ, ν−
1
2 ρ])× δ([νyi+1ρ, ν

1
2 ρ]) ≥

k∏

i=1

δ([ν
3
2 ρ, νb

′
iρ]) holds. The positivity of segments in the right hand side im-

plies that x′
i = 1

2 and xi = − 1
2 for every i = 1, . . . , k so that [ν−x′

iρ, ν−
3
2 ρ] and

[ν−xiρ, ν−
1
2 ρ] are empty. Since ν

1
2 ρ does not appear in the right hand side, yi =

1
2
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for every i = 1, . . . , k so that [νyi+1ρ, ν
1
2 ρ] is empty. Comparing the supercusp-

idal support ν
3
2 ρ in both sides, we also get y′i = 1

2 for every i = 1, . . . , k. Thus

δ([ν
3
2 ρ, νb

′
1ρ])×δ([ν

3
2 ρ, νb

′
2ρ])×· · ·×δ([ν

3
2 ρ, νb

′
kρ])⊗π appears with multiplicity one

in µ∗(δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])×· · ·× δ([ν

3
2 ρ, νb

′
kρ])×ν

1
2 ρ×· · ·×ν

1
2 ρ⋊σcusp).

Also, Theorem 3.4 implies that π ≤ ν
1
2 ρ × · · · × ν

1
2 ρ ⋊ σcusp. Theorem 5.1 im-

plies that ν
1
2 ρ × · · · × ν

1
2 ρ ⋊ σcusp has a unique subrepresentation which con-

tains ν
1
2 ρ × · · · × ν

1
2 ρ ⊗ σcusp in an appropriate Jacquet module. Since rGL(π) ≥

ν
1
2 ρ× · · · × ν

1
2 ρ⊗ σcusp and ν

1
2 ρ× · · · × ν

1
2 ρ⊗ σcusp appears with multiplicity one

in the Jacquet module of ν
1
2 ρ× · · · × ν

1
2 ρ⋊ σcusp, π appears with multiplicity one

in the Jacquet module of ν
1
2 ρ× · · · × ν

1
2 ρ⋊ σcusp and π ∼= δ(ν

1
2 ρ, · · · , ν

1
2 ρ;σcusp).

Finally, we get
δ([ν

3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× · · · × δ([ν

3
2 ρ, νb

′
kρ])⊗ ν

1
2 ρ× · · · × ν

1
2 ρ⊗ σcusp

= δ([ν
3
2 ρ, νb

′
1ρ])×δ([ν

3
2 ρ, νb

′
2ρ])×· · ·×δ([ν

3
2 ρ, νb

′
kρ])⊗rGL(δ(ν

1
2 ρ, · · · , ν

1
2 ρ;σcusp))

∼= δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× · · · × δ([ν

3
2 ρ, νb

′
kρ])⊗ rGL(π)

which appears with multiplicity one in the Jacquet module of δ([ν
3
2 ρ, νb

′
1ρ]) ×

δ([ν
3
2 ρ, νb

′
2ρ])× · · · × δ([ν

3
2 ρ, νb

′
kρ])× ν

1
2 ρ× · · · × ν

1
2 ρ⋊ σcusp. �

Theorem 5.12. The representation σ∗
(b′1,...,b

′
k
; 12 )

is not strongly positive when k ≥ 2.

Proof. Suppose that σ∗
(b′1,...,b

′
k
; 12 )

is strongly positive. Since each representation

ν
1
2 ρ× δ([ν

1
2 ρ, νb

′
iρ]) is irreducible for all i = 1, . . . , k, we have the following embed-

ding:
σ∗
(b′1,...,b

′
k
; 12 )

→֒ δ([ν
1
2 ρ, νb

′
1ρ])× δ([ν

1
2 ρ, νb

′
2ρ])× · · · × δ([ν

1
2 ρ, νb

′
kρ])⋊ σcusp

→֒ δ([ν
3
2 ρ, νb

′
1ρ])× ν

1
2 ρ× δ([ν

1
2 ρ, νb

′
2ρ])× · · · × δ([ν

1
2 ρ, νb

′
kρ])⋊ σcusp

∼= δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

1
2 ρ, νb

′
2ρ])× ν

1
2 ρ× · · · × δ([ν

1
2 ρ, νb

′
kρ])⋊ σcusp

...

∼= δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

1
2 ρ, νb

′
2ρ])× · · · × δ([ν

1
2 ρ, νb

′
kρ])× ν

1
2 ρ⋊ σcusp

∼= δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× ν

1
2 ρ× · · · × δ([ν

1
2 ρ, νb

′
kρ])× ν

1
2 ρ⋊ σcusp

...

∼= δ([ν
3
2 ρ, νb

′
1ρ])× δ([ν

3
2 ρ, νb

′
2ρ])× · · · × δ([ν

3
2 ρ, νb

′
kρ])× ν

1
2 ρ× · · · × ν

1
2 ρ⋊ σcusp.

Since σ∗
( 1
2 ,

1
2 ;

1
2 )

is the unique subrepresentation of ν
1
2 ρ×ν

1
2 ρ⋊σcusp, Lemma 5.11

implies the following embedding:

σ∗
(b′1,...,b

′
k
; 12 )

→֒ δ([ν
3
2 ρ, νb

′
1ρ])× · · · × ν

1
2 ρ⋊ σ∗

( 1
2 ,

1
2 ;

1
2 )

which implies that σ∗
( 1
2 ,

1
2 ;

1
2 )

is strongly positive. This is a contradiction by Lemma

5.7. �

5.3. Classification of strongly positive representations. Let ρi be an essen-
tially self-dual irreducible supercuspidal representation ofGLnρi

(F ) for i = 1, . . . , k

and σcusp ∈ R(n′) is an irreducible supercuspidal representation of Gnσcusp
(F ). Let

D(ρ1, ρ2, . . . , ρk;σcusp) be the set of strongly positive representations whose super-
cuspidal supports are the representation σcusp and twists of the representations ρi
by positive valued characters for i = 1, . . . , k. Let aρi

≥ 0 be the unique non-
negative real number such that νaρiρi ⋊ σcusp reduces for each i = 1, . . . , k ([29]).



STRONGLY POSITIVE REPRESENTATIONS OF GSpin2n+1 21

Furthermore, we assume that this reducibility point aρi
is in 1

2Z (see (HI) of [20],
page 771).

Theorem 5.13. Let σ be strongly positive representation in D(ρ1, ρ2, . . . , ρk;σcusp).
Then σ can be considered as the unique irreducible subrepresentation of the following
induced representation:

(5.12) (

k∏

i=1

ki∏

j=1

δ([νaρi
−ki+jρi, ν

b
(i)
j ρi]))⋊ σcusp

where ki ∈ Z≥0, ki ≤ ⌈aρi
⌉, b

(i)
j > 0 such that b

(i)
j − aρi

∈ Z≥0, for i = 1, . . . , k

j = 1, . . . , ki. Also, b
(i)
j < b

(i)
j+1 for 1 ≤ j ≤ ki − 1.

Proof. Theorem 5.3 and Theorem 5.1 implies that there exist strongly positive
segments ∆1,∆2, . . . ,∆q such that 0 < e(∆1) ≤ e(∆2) ≤ · · · ≤ e(∆q) and σ ∼=
δ(∆1,∆2, . . . ,∆q;σcusp). We describe these segments more precisely. Let Ii :=
{n1, . . . , nki

} ⊂ {1, . . . , q}, for i = 1, . . . , k, be the index such that {∆j | j ∈
Ii} ⊂ {∆1, . . . ,∆q} is the set of segments whose partial supercuspidal supports are
twists of ρi and e(δ(∆n1)) ≤ · · · ≤ e(δ(∆nki

)). Since δ(∆m)× δ(∆n) is irreducible

for m /∈ Ii and n ∈ Ii, the representation δ(∆1) × δ(∆2) × · · · × δ(∆q) ⋊ σcusp

is isomorphic to the representation (
∏

j /∈Ii

δ(∆j)) × δ(∆n1) × · · · × δ(∆nki
) ⋊ σcusp.

Since δ(∆n1 , . . . ,∆nki
;σcusp) is subrepresentation of δ(∆n1)×· · ·×δ(∆nki

)⋊σcusp,

σ is the unique irreducible subrepresentation of the representation
∏

j /∈Ii

δ(∆j) ⋊

δ(∆n1 , . . . ,∆nki
;σcusp). The strong positivity of σ implies the strong positivity of

δ(∆n1 , . . . ,∆nki
;σcusp). When aρi

6= 1
2 , Theorem 5.4 implies that

ki∏

j=1

δ(∆nj
) ∼=

ki∏

j=1

δ([νaρi
−ki+jρi, ν

b
(i)
j ρi]) which is of the form (5.12). When aρi

= 1
2 , we have

ki∏

j=1

δ(∆nj
) ∼=

ki∏

j=1

δ([νaρi ρi, ν
b
(i)
j ρi]) which can be of the form (5.12) only if ki = 1.

Since σ is strongly positive, Theorem 5.12 implies that ki = 1 when aρi
= 1

2 . Since
i can be an arbitrary integer in {1, . . . , k}, the theorem follows. �

In the following theorem, we show the uniqueness of strongly positive segments
in the above theorem (5.12) as in the special case (Theorem 5.5) in Section 5.2.

Theorem 5.14. Suppose that the representation σ can be considered as the unique

irreducible subrepresentations of both representations (

k∏

i=1

ki∏

j=1

δ([νaρi
−ki+j ρi, ν

b
(i)
j ρi]))⋊

σcusp and (

k′∏

i=1

k′
i∏

j=1

δ([ν
aρ′

i
−k′

i+j
ρ′i, ν

c
(i)
j ρ′i]))⋊ σ′

cusp) as in Theorem 5.13. Then k =
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k′, σcusp
∼= σ′

cusp and {
ki∏

j=1

δ([νaρi
−ki+jρi, ν

b
(i)
j ρi])|i = 1, . . . , k} is a permutation of

{

k′
i∏

j=1

δ([ν
aρ′

i
−k′

i+j
ρ′i, ν

c
(i)
j ρ′i])|i = 1, . . . k}.

Proof. We sketch the proof without repeating the whole arguments. The uniqueness
of the partial supercuspidal support implies that σ′

cusp = σcusp. We have the
following two embeddings:

(5.13) σ →֒
k1∏

j=1

δ([νaρ1−k1+jρ1, ν
b
(1)
j ρ1])× (

k∏

i=2

ki∏

j=1

δ([νaρi
−ki+jρi, ν

b
(i)
j ρi]))⋊ σcusp

(5.14) σ →֒

k′
1∏

j=1

δ([ν
aρ′1

−k′
1+j

ρ′1, ν
c
(1)
j ρ′1])× (

k′∏

i=2

k′
i∏

j=1

δ([ν
aρ′

i
−k′

i+j
ρ′i, ν

c
(i)
j ρ′i]))⋊σ′

cusp.

In the same way as in the proof of Theorem 5.5, Theorem 3.4 implies that there

are aρi
−ki+j−1 ≤ x

(i)
j ≤ y

(i)
j ≤ b

(i)
j such that

k∏

i=1

ki∏

j=1

(δ([ν−x
(i)
j ρi, ν

−aρi
+ki−jρi])×

δ([νy
(i)
j

+1ρi, ν
b
(i)
j ρi])) ≥ δ([ν

aρ′
1
−k′

1+1
ρ′1, ν

c
(1)
1 ρ′1]). There exists i such that ρi ∼= ρ′1.

Without loss of generality, we assume i = 1. Since ρl ≇ ρ′1 for l = 2, . . . , k, we have
k1∏

j=1

(δ([ν−x
(1)
j ρ1, ν

−aρ1+k1−jρ1])× δ([νy
(1)
j

+1ρ1, ν
b
(1)
j ρ1])) ≥ δ([ν

aρ′1
−k′

1+1
ρ′1, ν

c
(1)
1 ρ′1]).

Now we are in the same situation as in Theorem 5.5. Therefore, we conclude
that first segments in (5.13) and (5.14) are same. Proceeding in the same way,

we conclude that

k1∏

j=1

δ([νaρ1−k1+jρ1, ν
b
(1)
j ρ1]) =

k′
1∏

j=1

δ([ν
aρ′

1
−k′

1+j
ρ′1, ν

c
(1)
j ρ′1]). Since

σ →֒

k′
l∏

j=1

δ([ν
aρ′

l
−k′

l+j
ρ′l, ν

c
(l)
j ρ′l]) × (

∏

i6=l

k′
i∏

j=1

δ([ν
aρ′

i
−k′

i+j
ρ′i, ν

c
(i)
j ρ′i])) ⋊ σ′

cusp, in the

same way as above, we conclude the theorem. �

Theorem 5.13 and Theorem 5.14 imply that there exists an injective mapping
from D(ρ1, ρ2, . . . , ρk;σcusp) into the set of induced representations of the form
(5.12). Since any strongly positive representation in R can be considered as the
elements in D(ρ′1, ρ

′
2, . . . , ρ

′
k;σ

′
cusp) for some ρ′i and σ′

cusp. We can extend this
mapping to any strongly positive representation in R. Let SP be the set of all
strongly positive representations in R. To see this mapping explicitly, let us collect
the data from induced representation of the form (5.12). Let LJ be the set of

(Jord, σ′) where Jord =

k⋃

i=1

ki⋃

j=1

{(ρi, b
(i)
j )} and σ′ be an irreducible supercuspidal

representation in R such that

(i) {ρ1, ρ2, . . . , ρk} ⊂ Rgen is a (possibly empty) set of mutually non-isomorphic
irreducible essentially self-dual supercuspidal unitary representations such that

νa
′
ρiρi ⋊ σ′ reduces for a′ρi

> 0 (this defines a′ρi
),
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(ii) ki = ⌈a′ρi
⌉,

(iii) for each i = 1, 2, . . . , k, b
(i)
1 , b

(i)
2 , . . . , b

(i)
ki

is a sequence of real numbers such

that a′ρi
− b

(i)
j ∈ Z, for j = 1, 2, . . . , ki, and −1 < b

(i)
1 < b

(i)
2 < · · · < b

(i)
ki
.

Now, it remains to show that this mapping is surjective.

Theorem 5.15. The maps described above give a bijective correspondence between
the sets SP and LJ.

Proof. Let (Jord, σ′) denote an element of LJ , where Jord =

k⋃

i=1

ki⋃

j=1

{(ρi, b
(i)
j )}. Let

σ be the unique irreducible subrepresentation of (

k∏

i=1

ki∏

j=1

δ([νa
′
ρi

−ki+jρi, ν
b
(i)
j ρi]))⋊

σ′. Suppose that σ is not strongly positive. Then, there exists an embedding
σ →֒ νs1ρi1 × · · · × νsil ρil × · · · × νsmρim ⋊ σ′ such that sil ≤ 0. Without loss
of generality, we assume that il = 1 since ρil ∈ {ρ1, . . . , ρn}. Frobenius reciprocity
implies that σ contains νs1ρi1 ⊗ · · · ⊗ νsil ρ1 ⊗ · · · ⊗ νsmρim ⊗ σ′ in its Jacquet

module. Since ρp ≇ ρq for p 6= q and σ →֒ (

k∏

i=2

ki∏

j=1

δ([νa
′
ρi

−ki+jρi, ν
b
(i)
j ρi])) ⋊

δ([νa
′
ρ1

−k1+1ρ1, ν
b
(1)
1 ρ1], · · · , [ν

a′
ρ1ρ1, ν

b
(1)
k1 ρ1];σ

′), νsil ρ1 appears in the Jacqeut mod-

ule of δ([νa
′
ρ1

−k1+1ρ1, ν
b
(1)
1 ρ1], · · · , [ν

a′
ρ1ρ1, ν

b
(1)
k1 ρ1]; σ

′). However, Theorem 5.6 im-

plies that δ([νa
′
ρ1

−k1+1ρ1, ν
b
(1)
1 ρ1], · · · , [ν

a′
ρ1ρ1, ν

b
(1)
k1 ρ1]; σ

′) is strongly positive which
is a contradiction. �

6. Embeddings of discrete series and its applications

The strongly positive representations can be considered as basic building blocks
for all discrete series representations (Theorem 6.2). We apply ideas and adapt
some proofs from [18, Chapter 3] to our situation and the GSpin case. Theorem
6.2 gives partial result of the first step in the filtration of admissible representation
(1.1) and it has an interesting application on the proof of the equality of L-functions
through local Langlands correspondence ([16]).

Lemma 6.1. Suppose that σ is an irreducible representation of Gn(F ) which is not
a discrete series representation. Then there exists an embedding of the form σ →֒
δ([νaρ, νbρ])⋊ σ′ where a+ b ≤ 0, ρ ∈ Rgen is an irreducible unitary supercuspidal
representation and σ′ ∈ R is an irreducible representation.

Proof. Suppose that σ is an irreducible representation of Gn(F ) which is not a
discrete series representation. In the same way as in the proof of Theorem 5.3, we
conclude that there exist a sequence of segments ∆1, · · · ,∆k satisfying e(∆1) ≤
· · · ≤ e(∆k) and an irreducible supercuspidal representation σcusp ∈ R such that
we have σ →֒ δ(∆1)× · · · × δ(∆k)⋊ σcusp. A slight variation of Casselman’s square
integrable criterion for GSpin groups ([14, Proposition 3.8 and 3.9]) implies that
e(∆1) ≤ 0. Now Lemma 3.2 of [20] finishes the proof. �

Theorem 6.2. Let σ denote a discrete series representation of Gn(F ). Then there
exists an embedding of the form

σ →֒ δ([νa1ρ1, ν
b1ρ1])× δ([νa2ρ2, ν

b2ρ2])× · · · × δ([νarρr, ν
brρr])⋊ σsp
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where ai ≤ 0, ai + bi > 0 and ρi ∈ Rgen is an irreducible unitary supercuspidal
representation for i = 1, . . . , r, where σsp ∈ R is a strongly positive representation
(we allow k = 0).

Proof. We briefly explain the main ideas of the proof. Let σ be a discrete series
representation of Gn(F ). If σ is strongly positive, the theorem follows with k = 0
and σ = σsp. Suppose that σ is not strongly positive. In the same way as in
the proof of Theorem 5.3, we conclude that there exist a sequence of segments
∆1, · · · ,∆k satisfying e(∆1) ≤ · · · ≤ e(∆k) and an irreducible supercuspidal rep-
resentation σcusp ∈ R such that we have σ →֒ δ(∆1) × · · · × δ(∆k) ⋊ σcusp. Write
∆i := [νaiρi, ν

biρi], where ρi ∈ Rgen is an irreducible unitary supercuspidal repre-
sentation for i = 1, . . . , k. Let a := min{ai | 1 ≤ i ≤ k}. Since we assume that σ is
not strongly positive, a ≤ 0. Let j := min{i ∈ {1, . . . , k} | ai = a}. We have bl ≤ bj
for l = 1, . . . , j−1 since e(∆l) ≤ e(∆j) for l = 1, . . . , j−1. This implies that ∆l and
∆j are not connected in the sense of Zelevinsky for l = 1, . . . , j − 1. Therefore, we
obtain σ →֒ δ(∆j)× δ(∆1)× δ(∆2)×· · ·× δ(∆j−1)× δ(∆j+1)×· · ·× δ(∆k)⋊σcusp.
Lemma 3.2 of [20] implies that there exists an irreducible representation σ1 ∈ R
such that σ →֒ δ(∆j) ⋊ σ1. We show that σ1 is discrete series. Suppose that
σ1 is not discrete series representation. Lemma 6.1 implies that there exists an
embedding of the form σ1 →֒ δ([νa

′

ρ, νb
′

ρ]) ⋊ σ′, where a′ + b′ ≤ 0. Therefore,

σ →֒ δ([νajρj , ν
bjρj ]) × δ([νa

′

ρ, νb
′

ρ]) ⋊ σ′. Since aj is the minimum of unitary
exponents, aj ≤ a′. The inequality a′ + b′ ≤ 0 < aj + bj implies that [νajρj , ν

bjρj ]

and [νa
′

ρ, νb
′

ρ] are not connected in the sense of Zelevinsky. Therefore, we have

σ →֒ δ([νa
′

ρ, νb
′

ρ])× δ([νajρ, νbjρ])⋊ σ′ which is a contradiction since σ is discrete
series. We conclude that σ1 is also discrete series representation. If σ1 is strongly
positive, the theorem follows with k = 1 and σcusp = σ1. If not, in the same way as

above, σ1 can be embedded into the representation δ([νaj′ ρj′ , ν
bj′ ρj′ ])⋊ σ2, where

aj′ ≤ 0, aj′ + bj′ > 0 and σ2 is discrete series. We repeat this argument until we
get strongly positive. Then, theorem follows. �

Appendix A. Strongly positive representations in an exceptional

rank-one reducibility case

by Ivan Matić

The purpose of this appendix is to provide a proper treatment of an exceptional
case which appears in the investigation of strongly positive discrete series in [17].
As in [17], we choose to work with metaplectic groups, but the same arguments can
be used in the classical or GSpin group case.

Let σ ∈ D(ρ, σcusp) denote a strongly positive discrete series of a metaplectic
group over a non-archimedean local field F of a characteristic different than two,
σ 6= σcusp. Also, we suppose that ρ is a self-dual irreducible genuine cuspidal rep-

resentation of ˜GL(l, F ), a two-fold cover of the general linear group. Further, let
σ = δ(∆1,∆2, . . . ,∆k;σcusp), i.e., we realize σ as a unique irreducible subrepresen-
tation of the induced representation of the form

δ(∆1)× δ(∆2)× · · · × δ(∆k)⋊ σcusp,

where ∆1,∆2, . . . ,∆k is a sequence of strongly positive genuine segments satisfying
0 < e(∆1) ≤ e(∆2) ≤ · · · ≤ e(∆k). Let us write ∆i = [νaiρ, νbiρ], i = 1, 2, . . . , k.
The following result complements Theorem 4.4 of [17].
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Theorem A.1. Suppose that νsρ ⋊ σcusp reduces for s = 1
2 . Then k = 1 and

a1 = 1
2 .

Proof. Strong positivity of σ and assumption of the theorem immediately give ak =
1
2 .

Observe that σ is a subrepresentation of δ(∆1)×· · ·×δ(∆k−2)⋊δ(∆k−1,∆k;σcusp).
Thus, it is enough to prove that δ(∆k−1,∆k;σcusp) is not strongly positive, i.e., to
prove k 6= 2.

Suppose, on the contrary, k = 2. Then we have an embedding σ →֒ δ([νa1ρ, νb1ρ])×

δ([ν
1
2 ρ, νb2ρ])⋊σcusp. If a1 > 1

2 we get b1 < b2 and in the same way as in the proof
of Theorem 4.4 from [17] we obtain a contradiction with the strong positivity of σ.

It remains to consider the case a1 = 1
2 .

We will first show that there are no strongly positive irreducible subquotients of

ν
1
2 ρ⋊ δ([ν

1
2 ρ, νb2ρ];σcusp), using induction over b2 −

1
2 .

First, it can be seen in the same way as in discussion preceding Proposition 3.12
of [9] that the representation ν

1
2 ρ⋊ δ(ν

1
2 ρ;σcusp) does not have a strongly positive

irreducible subquotient (it contains two irreducible subquotients, the Langlands
quotient and a tempered representation).

Further, the representation π = ν
1
2 ρ ⋊ δ([ν

1
2 ρ, ν

3
2 ρ];σcusp) does not have a

strongly positive irreducible subquotient since we have:

rGL(π) = ν
1
2 ρ× δ([ν

1
2 ρ, ν

3
2 ρ])⊗ σcusp + ν−

1
2 ρ× δ([ν

1
2 ρ, ν

3
2 ρ])⊗ σcusp

r(l)(π) = ν
1
2 ρ⊗ δ([ν

1
2 ρ, ν

3
2 ρ];σcusp) + ν−

1
2 ρ⊗ δ([ν

1
2 ρ, ν

3
2 ρ];σcusp)+

ν
3
2 ρ⊗ ν

1
2 ⋊ δ(ν

1
2 ρ;σcusp).

If σ′ is some strongly positive irreducible subquotient of π, then obviously rGL(σ
′) ≥

ν
1
2 ρ× δ([ν

1
2 ρ, ν

3
2 ρ])⊗ σcusp, but this implies that r(l)(σ

′) contains some irreducible

subquotient of ν
3
2 ρ⊗ ν

1
2 ⋊ δ(ν

1
2 ρ;σcusp), contradicting strong positivity of σ′.

Let us now suppose that the representation ν
1
2 ρ⋊ δ([ν

1
2 ρ, νmρ];σcusp) does not

have a strongly positive irreducible subquotient for m < bk. We study the in-

duced representation π = ν
1
2 ρ⋊ δ([ν

1
2 ρ, νbkρ];σcusp). Similarly as in the previously

considered case we have:

rGL(π) = ν
1
2 ρ× δ([ν

1
2 ρ, νbkρ])⊗ σcusp + ν−

1
2 ρ× δ([ν

1
2 ρ, νbkρ])⊗ σcusp

r(l)(π) = ν
1
2 ρ⊗ δ([ν

1
2 ρ, νbkρ];σcusp) + ν−

1
2 ρ⊗ δ([ν

1
2 ρ, νbkρ];σcusp)+

νbkρ⊗ ν
1
2 ⋊ δ([ν

1
2 ρ, νbk−1ρ];σcusp).

Using the inductive assumption, in completely same way as in the case bk = 3
2 we

deduce that π does not contain a strongly positive irreducible subquotient.
Now, suppose that strongly positive discrete series σ is a subrepresentation of

δ([ν
1
2 ρ, νb1ρ])⋊ δ([ν

1
2 ρ, νb2ρ];σcusp), where b1 ≤ b2. We have

σ →֒ δ([ν
3
2 ρ, νb1ρ])× ν

1
2 ρ⋊ δ([ν

1
2 ρ, νb2ρ];σcusp).

There is some irreducible representation π such that σ →֒ δ([ν
3
2 ρ, νb1ρ]) ⋊ π.

Since σ is strongly positive, π also has to be strongly positive. Also, Frobenius

reciprocity gives µ∗(σ) ≥ δ([ν
3
2 ρ, νb1ρ]) ⊗ π. Using the structural formula for µ∗,

we get π ≤ ν
1
2 ρ× δ([ν

3
2 ρ, νb2ρ])× ν

1
2 ρ⋊σcusp. Since π is strongly positive, looking

at Jacquet modules with respect to Siegel parabolic subgroup first we obtain π ≤
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ν
1
2 ρ×δ([ν

3
2 ρ, νb2ρ])⋊δ(ν

1
2 ρ;σcusp). Since δ([ν

1
2 ρ, νb2ρ];σcusp) is the only irreducible

subquotient of δ([ν
3
2 ρ, νb2ρ])⋊ δ(ν

1
2 ρ;σcusp) whose Jacquet module with respect to

Siegel parabolic subgroup contains only representations of the form π′ ⊗σcusp with
no νxρ, x ≤ 0, appearing in the cuspidal support of π′, it follows that π is a
subquotient of ν

1
2 ρ⋊ δ([ν

1
2 ρ, νb2ρ];σcusp), a contradiction.

Therefore, k = 1 and the proof is complete. �
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